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Automatic Labeling of Diagnosis in Medical Reports in Serbian

A. R. Avdi ć, U. A. Marovac, D. S. Jankovíc, S. S. Marovac

Abstract: A large number of patient health data is collected daily in medical information sys-
tems. This data contains a non-structural part written in natural language that contains the
physician’s notes on specific characteristics of the patient’s medical condition. This section
may contain symptoms, diagnoses, therapies, specialties,Latin terms, and other words specific
to the medical domain. Useful information suitable for various analyzes could be extracted
by processing this section of the text. There are no electronic lexical resources in the Serbian
language that are suitable for normalizing and extracting knowledge from medical texts, as
well as methods for marking terms in this domain. One reason is that, before any method is
applied, the de-identification of patients and staff must beensured. Also, the evaluation of the
results requires manually marked corpora of medical reports in the Serbian language. This pa-
per proposes a method for identifying words belonging to diagnoses in medical texts written in
Serbian using natural language processing (NLP) techniques. The proposed method is based
on the use of lexical resources, and two set of 1000 medical reports are manually marked for
research purposes. In the experimental part, the results ofautomatic labeling of diagnoses on
the marked corpus using the proposed method are presented.
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1 Introduction

The development of information and communication technology has contributed to dig-
itization in various fields, including healthcare. The existence of medical information sys-
tems that enable the entering and storing of data on the health status of patients, in addition
to administrative facilities, also enables the constant storage of data that can be analyzed
to obtain knowledge. Saved patient health reports in electronic form are called electronic
health reports (EHRs) [1]. EHRs are made mainly according tothe internal needs of the hos-
pital. They are needed by various actors such as: medical staff, patients whose health is doc-
umented, clinical research (medical researchers, pharmacists, epidemiologists, etc.), hospi-
tal management to monitor finances and inventory planning, budget, etc. EHRs may contain
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numerical and textual information. Medical data consist ofstructured, semi-structured and
unstructured data. The structural part is entered into the EHR within the marked field, and
it can be e.g. name and surname of the patient, health insurance number, age of the patient,
etc. The non-structural part is usually entered in EHRs through a text field in which there
can be a more detailed description of the patient’s health condition, the circumstances of
the disease, the doctor’s remarks. Often in this part you canfind the results of laboratory
analyzes of the patient, accompanying diagnoses and other things of importance that cannot
be expressed in the offered structural fields. Semi-structural fields combine the properties
of structural and non-structural data. As the non-structural part contains data on the health
status of patients written by a doctor or nurse, this part requires more complex processing,
which usually involves the existence of appropriate lexical sources.

The set of artificial intelligence methods that deal with theprocessing of natural lan-
guages, i.e. texts written in natural languages are NLP Natural Language Processing meth-
ods [2, 3], and they represent a subset of methods for text mining. The use of these methods
is necessary for information retrieval from unstructured part, free text in EHRs.

The motivation for this research is to create a basis for the use of data collected daily in
medical information systems. This means creating free textprocessing methods in EHRs,
which would provide a large number of opportunities that would contribute to better man-
agement of EHRs and gaining knowledge from them. Some of these possibilities are design
and implementation of software for labeling EHRs, creationof tools for error detection and
correction in EHRs, smart city services based on data from EHRs such as e.g. epidemic con-
trol service etc. Our contribution in this paper is to createa method for labeling diagnoses
in the free text in EHRs, based on lexical resources. This paper describes the procedure of
necessary steps for free text processing in electronic medical documents to mark diagnoses
in them, as well as evaluation of methods on the data sets consisting of 1000 EHRs originat-
ing from 2018, collected during the measles epidemic in Nis,using the MEDIS information
system [4].

The paper is organized as follows. The second chapter provides an overview of related
works that has had an impact on our research. This is followedby a description of the med-
ical lexical resources necessary for the implementation ofthe proposed methods, as well
as a description of the data set over which the methods were performed. The following is
an overview of NLP techniques for marking diagnoses in the nonstructural part of EHRs.
Then, the results of the experiment in which the proposed methods were applied to the
mentioned data set are presented. Finally, conclusions anddirections for further research
are given.

2 Related Research

This section provides an overview of the corpses for medicaldomain and the most pop-
ular software solutions for labeling clinical text.
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Most of the known medical corpora were created for the English-speaking countries.
Such corpses are Informatics for Integrating Biology & the Bedside (i2b2) [5] and Multi-
parameter Intelligent Monitoring in Intensive Care (MIMICII) [6] as well as a corpus of
biomedical texts annotated for uncertainty, negation, andtheir scopes The BioScope [7].
The corpus for the medical domain available in Swedish is HEALTHBANK — Swedish
Health Record Research Bank [8].

WordNet is a lexical database of semantic relations betweenwords in more than 200
languages, and it is available in Serbian. Its extension forbiomedical sciences [9] is the
only resource available for the Serbian language, but it is not suitable and sufficient for the
extraction of certain medical terms, since some of them are in Latin or have informal syn-
onyms.

The most popular software solutions for labeling medical text are systems cTAKES and
CLAMP. cTAKES represents a natural language processing system for the extraction of in-
formation from electronic medical record clinical free-text and its complete architecture is
described in [10, 11]. A similar NLP-based CLAMP system thatenables recognition and
automatic encoding of clinical information in narrative patient reports is described in the
paper [12]. There is also the software system MedaCy [13], which is a medical text mining
framework built over spaCy [14] (Industrial-Strength Natural Language Processing Tool) to
facilitate the engineering, training, and application of machine learning models for medical
information extraction.

3 Materials and Methods

The processing of medical reports consists of several stepssuch as data cleaning, inte-
gration, transformation, reduction, and finally, privacy protection [15].

The first step is to remove noise from the original data, then inconsistencies, and supple-
ment incomplete data with default values. The second step isto unify the data coming from
different sources. The data reduction implies its compression, to achieve greater efficiency
in their processing. The data transformation is the conversion of data into a unique format
suitable for data mining. Since the EHR contains various sensitive data about the patient
and his health condition, about the staff, irreparable damage would occur if they came into
the possession of a third party. Therefore, it is necessary to apply some of the methods that
enable the protection of this data (encryption, access control, protection protocols, etc.),
which is the task of the last step in the processing, and that is the privacy protection step.

The result is processed data suitable for knowledge extraction. To achieve the transfor-
mation of data into a suitable form for the further processing and extraction of knowledge,
it is necessary to reduce medical terms to a standardized format, i.e. to be able to indicate
diagnoses, symptoms, drugs, laboratory analyzes within the report. Therefore, for these
purposes, resources (diagnoses and diagnosis codes) have been collected and adapted to
facilitate the process of marking diagnoses in EHRs.
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Medical lexical resources.ICD-10 (International Statistical Classification of Diseases
and Related Health Problems) is a standard for the classification and coding of diseases and
medical problems and is used for both clinical and administrative purposes. It is publicly
available and translated into several languages. It contains disease codes, its description,
symptoms and signs, social circumstances and external causes of the disease, and more.
The initial classification contains about 14000 diagnoses [16]. Extended versions and na-
tional editions of this classification contain multiple diagnoses. Creating the resource of
diagnosis in Serbian is presented in detail in the previous research paper [17].

The data-set.The data-set consists of 1000 EHRs from 31 clinical centers in the City
of Nis, Serbia. These medical reports were collected from the MEDIS.NET information
system in the period 2012-2018. In one part of this period, there was a measles epidemic in
the City of Nis, so one data-set contains EHRs for this diagnosis. The example of one EHR
is given in Table 3.

Table 1. The example of EHR from MEDIS informaton system

Date of the service 02-03-18
Name of the service First examination of adults

Anamnesis povisena t 38.5, hiperemija grla (en. febrile, throat hyperemia)
Diagnosis Measles

Diagnosis’ code B05
Organizational unit General medicine

Location of the service Central building

Natural Language Processing (NLP) techniques are requiredto extract information in
the free text of the EHRs. The steps necessary for the extraction of information are:

• Reduction to the one alphabet, abbreviation processing, and tokenization. As these
EHRs are written in Serbian, the free text can be found in Latin and Cyrillic. To
transform the data into a standard format, in this step the text is translated into Latin,
with special regard to letters with diacritical marks. After that, the abbreviations are
marked, and then the sentence is divided into tokens.

• Deleting stop words - this step eliminates words that do notcarry meaning.

• Determining negation - only a few negation symbols are usedin medical reports, so
the negation mark is attached to the close word, to indicate the possible absence of
symptoms;

• Reduction on the basis - since the Serbian language has a rich grammar, words can
be found in various forms, it is necessary to reduce them on the basis. In the absence
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of a morphological dictionary, as well as for faster results, the base may be a prefix
of length n or stem [18];

• Classification (labeling) - After preprocessing the text,classification can be per-
formed. Classification can be done using machine learning methods, taggers, but
also rule-based methods, if diagnoses are marked in the datamodel.

To evaluate the classification results in the diagnosis in the experimental part, the sensitivity
for binary classification was used. Sensitivity is expressed as the ratio of the number of
well-marked diagnoses (TP - true positives) and the number of all diagnoses that should
have been labeled (TP + FN - true positives and false negatives), or in the manner shown by
the equation 1.

sensitivity=
TP

TP+FN
(1)

4 Experiment Results

In the experimental part, the method of content analysis on two sets of EHRs was first
applied. The first set consists of 1000 reports with a diagnosis of measles, and the second
of 1000 reports with a diagnosis of five different diseases. In Table 4 and Chart 1, it
is shown in which form are diagnoses in both sets. Most often,diagnoses are written in
Serbian, followed by the presence of diagnoses in Latin, andthe least common in the free
text are diagnosis codes. Also, for both sets, more diagnoses are written with a typo than in
an abbreviated form. Also, in both sets, typos and abbreviations collectively make up over
9 percent of all diagnoses.

Table 2. Types of diagnoses in the data-sets

Types of diagnoses in the dataset EHRs (various diseases) EHRs (morbilli)
Diagnoses (Serbian) 97.520% 65.960%
Diagnoses (Latin) 1.980% 17.020%
Diagnoses Code 0.500% 17.020%
Abbreviations 2.480% 1.420%

Typos 12.380% 8.510%

In Table 4 and Chart 2 shows the results of labeling diagnosesin both sets using med-
ical resources. In the basic method, the word was labeled in its entirety, and in the other
two methods, the word was reduced to a prefix of length of 4 letters or stem [18]. For both
sets, a high degree of classification sensitivity can be achieved when the word is reduced to
a base before labeling. In both sets, the reduction to the prefix of length of 4 letters (4-size
prefix) showed better results, while the stemmer achieved approximate results on the set of
EHRs with the same diagnosis, while in the diverse set its efficiency was lower.
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Table 3. Sensitivity of labeling using different word forms

Sensitivity of labeling EHRs (various diseases) EHRs (morbilli)
The basic method 31.680% 58.870%
Prefix (length of 4) 95.540% 92.200%

Stem 52.480% 90.070%

Fig. 1. Types of diagnoses in EHRs

Fig. 2. Sensitivity of labeling using different methods

5 Conclusion

In addition to the structural part, medical reports includea free-form text that contains
important information about the patient’s health. Therefore, it is extremely important to
provide the analysis for this type of data.

Serbian is very complex in grammar and therefore very challenging to analyze, so this is
probably why there are neither papers related to this topic nor publicly available electronic
medical dictionaries of classified medical terms in the Serbian language.

The results of the implementation of the proposed method show that better results in
labeling of diagnoses are obtained when labeling is done using a 4-size prefix of word and
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stemmer as word basis.
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